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Recent work has applied learning-based approaches to replace the conventional cost model, but these ap-
proaches are expensive to train and result in high inference overheads. Furthermore, due to a lack of ex-
plainability, models trained for one database may not be easily transferred to another, requiring a complete
re-training process. In this paper, we propose a new approach to tuning the conventional formula-based cost
model for DBMS. Our approach involves identifying important parameters within the cost model rules and
using a fast-learning model to adjust them for each specific hardware and software configuration of the DBMS
deployment. We dynamically partition the search space of hardware and software configurations to gradually
refine the cost model estimation. To apply our cost model to a new DBMS instance, we start with a rough
estimation and progressively refine it with finer granularity. Our experiments with different hardware and
software configurations show that our approach enables the conventional cost model to be quickly transferred
to any database instance, achieving comparable results to a fine-tuned learning-based model. Overall, our
approach provides a practical solution to tuning the conventional cost model for DBMS, with significant
benefits in terms of reduced cost and improved performance.
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1 INTRODUCTION
Database researchers and developers have been working for a long time to summarize empirical
formulas that can be used to estimate the cost of a database query. These formulas, collectively
known as a formula-based cost model[31], reflect how a database system interacts with the operating
system and hardware components such as memory, CPU, and disk. Despite the widespread use of
formula-based cost models, they typically require database administrators (DBAs) to tune certain
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hyperparameters. For example, in PostgreSQL, users can set a ratio to normalize I/O and CPU costs
in the formula-based cost model to reflect their relative importance, allowing the query optimizer
to compare them. Even if manual tuning is required, formula-based cost models have proven to be
effective in many cases and are by far widely used in many mainstream database systems today.

In recent years, deep learning models have gained a lot of attention in the field of cost estimation
for database systems [11, 21, 23, 36, 43, 47]. These models leverage end-to-end neural networks
to estimate the cost of a query. Given a large number of training samples, learning-based models
can generalize the correlation between the query and the cost, and hence often produce more
reliable cost estimation results than formula-based models. While they have shown promising
results, learning-based models differ from formula-based models in that they are more difficult to
interpret and use. This is because deep learning models treat cost estimation as an opaque box
process, making it challenging for database administrators to understand how the cost values are
produced. When the predicted cost values deviate significantly from the actual values, the learned
end-to-end model needs to be retrained, which is costly.
General speaking, deploying learning-based models as the in-database cost models face three

key challenges:

Generalization: Typically, learning-based models are trained on a specific database with specific
hardware and software configurations. As a result, transferring these models to a new
database or different hardware/software environment is not feasible, and a complete re-
training process is required. Although building a general pre-trained model for all DBMSs
and possible environments would be ideal, it is not feasible in the near future due to the lack
of a large repository of structured datasets. Thus, current solutions must build models in an
ad-hoc way, which can be time-consuming and resource-intensive.

Training Overhead: Learning-based models require a significant amount of training data, which
is typically generated by executing queries on the underlying DBMS to collect their physical
plans and corresponding processing costs. However, the size of the query space grows
exponentially with the number of tables and columns, making it impractical to perform a
thorough sampling. Additionally, the overhead of obtaining a single sample is equal to the
processing latency of the query, which can be significant for complex queries. As a result,
obtaining enough training data to train a learning-based model can be a time-consuming and
expensive process.

Explainability: Furthermore, learning-based models are essentially opaque boxes, which perform
end-to-end predictions without providing insights into how the cost estimate was generated.
As a result, it is challenging for database administrators to conduct root cause analysis for
unexpected processing costs or slow queries. In contrast, formula-based cost models can be
more transparent and easier to interpret, allowing DBAs to tune specific hyperparameters and
adjust the cost model accordingly. This transparency enables DBAs to understand the cost
estimation process and identify any potential issues, leading to more effective performance
tuning.

Therefore, the ideal approach would be to combine the advantages of formula-based models, such
as their low cost, generalization, and explainability, with the precision of learning-based models. By
doing so, we can effectively improve the cost model of existing DBMS. Our strategy is to identify
the limitations of formula-based models that result in imprecise cost estimations and address them
using light-weighted learning-based approaches. The hybrid model we aim to develop should be
easy to train, capable of being transferred to different hardware and software environments, and
provide explainable results. Such a hybrid model can improve the precision of cost estimation while
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preserving the transparency and interpretability of the formula-based models, thus providing a
more effective solution for DBAs to optimize query performance.

In this paper, we argue that the conventional formula-based model can still provide a comparable
estimation result to the learning-based one, if its hyperparameters are properly tuned based on
hardware, software and data distribution. To achieve this objective, we investigate the potential
configurations that affect the hyperparameters of the formula-based cost model and train a tree-
like model to recommend settings for all involved hyperparameters on a given combination of
configurations. In order to differentiate between the two types of parameters, we employ the term
C-param to denote configuration parameters and R-param to denote the hyperparameters of the
formula-based cost model.
To model the correlations between those two types of parameters, we introduce a two-stage

learning framework that accounts for different configurations during distinct training stages. In
the offline stage, we identify possible static configurations that affect R-params to establish a
base model for different hardware and software configurations, providing a warm-up. During the
online stage, we enhance the base model by incorporating additional configuration parameters that
capture online dynamics, based on query performance statistics. The base model is then fine-tuned
gradually by splitting its leaf nodes via the activated C-params. The splitting process resembles
that of a decision tree, but with customized splitting criteria to make the prediction of R-params as
accurate as possible. Each leaf node represents a subspace of C-params that we use to generate
predictions of R-params for various physical operators. When a new query is submitted to the
DBMS, we search the tree for the involved subspace and replace the default values of R-params
with our predicted values. This process is transparent to the query optimizer.

We make the following contributions in this paper:
• We propose the ParamTree model, which uses the formula-based model as a template and
instantiates it with the predicted R-params. Experimental results demonstrate that our
approach provides more accurate (or comparable) estimation results than retrained or fine-
tuned deep learning models with fewer examples.
• ParamTree exhibits good adaptability, allowing for the reuse of a trained model for different
hardware configurations, software configurations, and varying data distributions.
• Our model can be integrated non-intrusively with existing query optimizers and its results
are explainable.

The remainder of the paper is organized as follows. Section 2 introduces the backgrounds and
gives an overview of our approach. Section 3 and Section 4 discuss the offline training stage and
online refinement stage of our approach, respectively. Section 5 evaluates the proposed approach
and we briefly introduce some related work in Section 6. Section 7 concludes the paper.

2 SYSTEM OVERVIEW
In this section, we first explicitly define our problem and then give an overview of our approach.

2.1 Problem Definition
Major database systems such as PostgreSQL, MySQL, and Oracle use formula-based cost models to
estimate computation overhead and disk I/O for specific operators. Table 11 summarizes the built-in
formulas in PostgreSQL for estimating startup and runtime costs of several common physical
operators, including SeqScan, IndexOnlyScan, IndexScan, Sort, and HashJoin. The startup cost
refers to the overhead incurred before fetching the first tuple, while the runtime cost denotes the
1These cost formulas are summarized from the source code of PostgreSQL. All values except for the R-params, which can
be customized by the user, can be calculated. Due to space limitations, we do not elaborate on all operators’ cost formulas.
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Operator Cost Type Cost Formula
startup_cost 0

cpu (𝑟𝑡 + 𝑟𝑜 × 𝑁𝑞𝑝 ) × 𝑡𝑢𝑝𝑙𝑒𝑠_𝑛𝑢𝑚SeqScan runtime_cost disk 𝑟𝑠 × 𝑡𝑎𝑏𝑙𝑒_𝑝𝑎𝑔𝑒𝑠
startup_cost ⌈log2 𝑖𝑛𝑑𝑒𝑥_𝑡𝑢𝑝𝑙𝑒𝑠⌉ × 𝑟𝑜 + (𝑖𝑛𝑑𝑒𝑥_𝑡𝑟𝑒𝑒_ℎ𝑒𝑖𝑔ℎ𝑡 + 1) × 50 × 𝑟𝑜

cpu 𝑖𝑛𝑑𝑒𝑥𝑆𝑒𝑙𝑒𝑐𝑡𝑖𝑣𝑖𝑡𝑦 × 𝑖𝑛𝑑𝑒𝑥_𝑡𝑢𝑝𝑙𝑒𝑠 × (𝑟𝑡 + 𝑟𝑖 + 𝑟𝑜 × 𝑁𝑐𝑝 )IndexOnlyScan runtime_cost disk ⌈𝑖𝑛𝑑𝑒𝑥𝑆𝑒𝑙𝑒𝑐𝑡𝑖𝑣𝑖𝑡𝑦 × 𝑖𝑛𝑑𝑒𝑥_𝑝𝑎𝑔𝑒𝑠⌉ × 𝑟𝑟
startup_cost ⌈log2 𝑖𝑛𝑑𝑒𝑥_𝑡𝑢𝑝𝑙𝑒𝑠⌉ × 𝑟𝑜 + (𝑖𝑛𝑑𝑒𝑥_𝑡𝑟𝑒𝑒_ℎ𝑒𝑖𝑔ℎ𝑡 + 1) × 50 × 𝑟𝑜

cpu 𝑖𝑛𝑑𝑒𝑥𝑆𝑒𝑙𝑒𝑐𝑡𝑖𝑣𝑖𝑡𝑦 × 𝑖𝑛𝑑𝑒𝑥_𝑡𝑢𝑝𝑙𝑒𝑠 × (𝑟𝑖 + 𝑟𝑜 × 𝑁𝑐𝑝 + 𝑟𝑡 + 𝑟𝑜 × 𝑁𝑞𝑝 )

IndexScan runtime_cost disk

⌈𝑖𝑛𝑑𝑒𝑥𝑆𝑒𝑙𝑒𝑐𝑡𝑖𝑣𝑖𝑡𝑦 × 𝑖𝑛𝑑𝑒𝑥_𝑝𝑎𝑔𝑒𝑠⌉ × 𝑟𝑟 +𝑚𝑎𝑥_𝐼𝑂_𝑐𝑜𝑠𝑡+
𝑖𝑛𝑑𝑒𝑥𝐶𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛2 × (𝑚𝑖𝑛_𝐼𝑂_𝑐𝑜𝑠𝑡 −𝑚𝑎𝑥_𝐼𝑂_𝑐𝑜𝑠𝑡)
(𝑚𝑎𝑥_𝐼𝑂_𝑐𝑜𝑠𝑡 = 𝑟𝑟 × Φ𝑀𝑎𝑐𝑘𝑒𝑟𝑡−𝑙𝑜ℎ𝑚𝑎𝑛 ,
𝑚𝑖𝑛_𝐼𝑂_𝑐𝑜𝑠𝑡 = (⌈𝑖𝑛𝑑𝑒𝑥𝑆𝑒𝑙𝑒𝑐𝑡𝑖𝑣𝑖𝑡𝑦 × 𝑡𝑎𝑏𝑙𝑒_𝑝𝑎𝑔𝑒𝑠⌉ − 1) × 𝑟𝑠 + 𝑟𝑟 )

cpu 𝐶𝐿𝑡 + 2 × 𝑟𝑜 × 𝑡𝑢𝑝𝑙𝑒𝑠_𝑛𝑢𝑚 × log2 𝑡𝑢𝑝𝑙𝑒𝑠_𝑛𝑢𝑚
startup_cost disk

When input_bytes > work_mem:
2 × ⌈ 𝑖𝑛𝑝𝑢𝑡_𝑏𝑦𝑡𝑒𝑠

𝐵𝐿𝐶𝐾𝑆𝑍
⌉ ×max(1, ⌈𝑙𝑜𝑔𝑚𝑒𝑟𝑔𝑒𝑜𝑟𝑑𝑒𝑟 𝑖𝑛𝑝𝑢𝑡_𝑏𝑦𝑡𝑒𝑠𝑐𝑤

⌉) × (0.75𝑟𝑠 + 0.25𝑟𝑟 )Sort
runtime_cost cpu 𝑟𝑜 × 𝑡𝑢𝑝𝑙𝑒𝑠_𝑛𝑢𝑚

cpu 𝐶𝐿𝑠 +𝐶𝑅𝑇 + 𝑅𝑟 × (𝑟𝑜 × 𝑁𝑐𝑝 + 𝑟𝑡 )startup_cost disk sgn(𝑛𝑏𝑎𝑡𝑐ℎ𝑒𝑠 − 1) × (𝑟𝑠 × 𝑃𝑟 )

cpu 𝐶𝐿𝑡 −𝐶𝐿𝑠 + 𝑟𝑜 × 𝑁𝑐𝑝 × 𝑅𝑙 + 𝑁𝑐𝑝 × 𝑟𝑜 × 𝑅𝑙 × 𝑅𝑟 × 𝑖𝑛𝑛𝑒𝑟𝑏𝑢𝑐𝑘𝑒𝑡𝑠𝑖𝑧𝑒 × 0.5
+𝑅𝑜 × (𝑟𝑡 + 𝑟𝑜 × 𝑁𝑞𝑝 )HashJoin runtime_cost disk sgn(𝑛𝑏𝑎𝑡𝑐ℎ𝑒𝑠 − 1) × (𝑟𝑠 × (𝑃𝑟 + 2 × 𝑃𝑙 ))

Table 1. Main cost formulas and R-params for PostgreSQL. R-params are explained in table 2.

cost of manipulating the remaining tuples. These cost formulas typically represent a weighted
aggregation of one or more elemental factors. For example, the disk I/O of HashJoin is estimated
as an aggregation of 𝑃𝑟 and 𝑃𝑙 , which refer to the number of pages that the right and left relations
occupy, respectively. In this cost formula, 𝑟𝑠 is a weight parameter, referred to as R-params in this
paper. Table 2 shows the five overall R-params for PostgreSQL, including 𝑟𝑡 , which refers to the
CPU cost of processing a tuple. All the formulas in Table 1 follow the same linear template:

𝑐𝑜𝑠𝑡𝑜𝑝 =
∑

𝑓𝑖 (𝑜𝑝) × 𝑟𝑖 (1)

where 𝑟𝑖 refers to the corresponding R-params, 𝑓𝑖 (𝑜𝑝) denotes the number of cost units for 𝑟𝑖 , which
is determined by the execution of the physical operator.

Optimizer Parameter Symbol Default Description
cpu_tuple_cost 𝑟𝑡 0.01 The CPU cost of processing a tuple.
cpu_operator_cost 𝑟𝑜 0.0025 The CPU cost of processing an operator.
cpu_index_tuple_cost 𝑟𝑖 0.005 The cost of processing an index entry.
seq_page_cost 𝑟𝑠 1 The cost of sequentially accessing a disk page.
random_page_cost 𝑟𝑟 4 The cost of randomly accessing a disk page.

Table 2. R-params for cost model

Optimizing the performance of the cost model requires considering the impact of external factors
that may be ignored when using default R-params. We have conducted extensive analysis to identify
the external factors that may affect R-params. For example, we observed that the I/O time varies
significantly when executing the same query on HDD and SSD, which affects the adjustment of
I/O-related R-params. Similarly, processing different types of data(integer, float) also results in
varying execution times, affecting the adjustment of CPU-related R-params.

These factors are context-aware and referred to as C-params, including hardware resources,
underlying OS and DBMS, data distribution, and query workload. To determine the optimal R-
params for a specific operator in a query execution plan, these external factors must be taken
into account. We can classify the configurations of hardware, OS, and database as static C-params
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Category C-params

Static C-params
hardware IO read/write speed, CPU clock speed, Storage capacity etc.
software Windows/Linux/MAC, PostgreSQL/MySQL, Row/Column etc.

DBMS configuration parameters require a server restart to take effect: Shared_Buffers, Block_Size etc.

Dynamic C-params
Query-Related Physical Operator, Structure of the query etc.
Data-Related Column Offset, Data Type, Index Correlation etc.

DBMS configuration parameters can be modified without restarting the server : Work_Mem, Temp_Buffers etc.
Table 3. Types of C-params.

since they remain unchanged during query processing, while parameters such as data type and
column correlation are query-dependent and referred to as dynamic C-params. Table 3 provides an
overview of these two categories of parameters.
The objective of our paper is to determine optimal choices of R-params in the built-in cost

formulas of major databases, in order to achieve more accurate query cost estimation. To accomplish
this goal, our research focuses on learning a mapping function from C-params to R-params, denoted
as𝐺 : 𝐶

op
−−→ 𝑅, to capture their dependencies for a given physical operator 𝑜𝑝 . By using the learned

function 𝐺 , we can generate recommended choices of R-params for a specific hardware-software
setup. In addition to the five operators presented in Table 1, we also implemented other operators
such as Nested Loop, Merge Join, and Aggregate.

2.2 Basic Idea
Learning the mapping function 𝐺 : 𝐶

op
−−→ 𝑅 for query cost estimation is a major contribution

of this paper. It presents a non-trivial regression task, for the generation of training samples
can be expensive due to the high dimensionality of C-params and the existence of slow queries.
Additionally, adapting the learned mapping function to the varying hardware and OS environments
with dynamic query workloads is another major contribution we make. It requires an efficient and
effective learning process.
Motivated by these, we propose a novel two-stage training and refinement framework. In

the offline training process, we build an initial decision tree for the static C-params, as an initialized
mapping function (i.e., model). The online refinement process then adaptively evolves the tree
with the target query workload and environment according to dynamic C-params. This framework
enables us to preserve and utilize the most of existing knowledge on one hand and evolves the
model to maintain excellent performance on the other hand. In the following sections, we present
the details.

2.3 Architecture
The workflow of the two-stage approach is illustrated in Figure 1 and we explain our design in the
following.

2.3.1 Offline training Stage. The objective of the offline training phase is to generate an initial
decision tree that captures the relationship between R-params and static C-params.

Although users’ databases and workloads may vary, it is possible to adjust and roughly optimize
R-params based on any database or workload. In this paper, because we use PostgreSQL as an
example to demonstrate our approach, we conduct SQL queries defined in the Job-workload2 on
various instances of a cloud server platform equipped with different CPUs, memory sizes, SSDs,
HDDs, operating systems, and other configurable hardware and software features. We leverage
this historical data from diversified hardware and software setups to pre-train a decision tree for
each operator, which we refer to as the ParamTree. This initial ParamTree for static C-params is

2https://github.com/gregrahn/join-order-benchmark
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Offline Training Stage
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Online Refinement Stage
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Index Scan
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Seq Scan
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 Few-shot Recommendation Model

User's DBMS

Fig. 1. Overview architecture.

built using the customized decision tree algorithm (Section 3.2), and will be expanded during the
refinement process.

2.3.2 Online Refinement Stage. The offline training stage generates an initial ParamTree with static
C-params, but this alone may not provide precise cost estimation due to the dynamic C-params
that capture query-specific and data-specific factors. Therefore, we propose an online refinement
process to adaptively tune the ParamTree.

There are two key differences between the two stages in terms of model training:
• First, the online refinement stage is workload-aware and optimizes the ParamTree for the
online workload. If the workload changes, ParamTree’s structure is updated correspondingly.
• Second and most importantly, there are hundreds of dynamic C-params (17 query-related,
18 data-related, and 97 DBMS configuration parameters), compared to less than 20 static
C-params. This results in the curse of dimensionality during the refinement stage training.
Therefore, a different strategy is needed for the online stage. Unlike the passive reception of
training samples during the offline training stage, we actively generate samples based on
needs in the refinement stage.

The online refinement works as follows: if the cost model using existing ParamTrees cannot
provide a precise estimation for more than 𝜆 queries (error rate larger than 𝜖), online tree expansion
is invoked to split the leaf nodes. To cope with the curse of dimensionality, we use a few-shot
recommendation model to rank all candidate C-params based on their effects on cost estimations.
Then, we adopt a template-based sampling approach to retrieve enough samples to perform a tree
split. This process repeats until the cost model generates estimation results for less than 𝜆 queries
with error rates bounded by 𝜖 .

2.3.3 Cost Estimations with ParamTree. Finally, we present how to estimate the cost of a particular
physical query plan 𝑃 using our ParamTrees in Algorithms 1, which defines the recursive function
𝑑𝑜𝑃𝑙𝑎𝑛𝐶𝑜𝑠𝑡𝐸𝑠𝑡𝑖𝑚𝑎𝑡𝑖𝑜𝑛. Firstly, we apply the learned ParamTrees, using the current values of C-
params, to predict the values of R-params. Then, 𝑓 𝑖𝑙𝑙𝐶𝑜𝑠𝑡𝐹𝑜𝑟𝑚𝑢𝑙𝑎 denotes computing cost by filling
R-params and physical operator’s statistics 𝑛.𝑠𝑡𝑎𝑡𝑖𝑠𝑡𝑖𝑐𝑠 into cost formulas described in Table 1.
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Algorithm 1: Estimate cost for a physical plan 𝑑𝑜𝑃𝑙𝑎𝑛𝐶𝑜𝑠𝑡𝐸𝑠𝑡𝑖𝑚𝑎𝑡𝑖𝑜𝑛

1

Input: PhysicalPlan 𝑃 , DB 𝑑𝑏, Environment 𝑒𝑛𝑣
Output: Estimated Startup_cost 𝐶𝑠 , Estimated Total_cost 𝐶𝑡

2 Node 𝑛 = 𝑃 .root
if 𝑛.isLeaf() then

3 ParamTree 𝑇 = getParamTree(𝑛.type)
rParams 𝑟𝑝 = 𝑇 .obtainRParams(𝑑𝑏,𝑒𝑛𝑣 ,𝑛.𝑖𝑛𝑓 𝑜)
𝐶𝑠 ,𝐶𝑡 = fillCostFormula(𝑟𝑝 ,𝑛.𝑠𝑡𝑎𝑡𝑖𝑠𝑡𝑖𝑐𝑠 ,0,0,0,0)

4 else
5 𝐶𝐿𝑠 ,𝐶

𝐿
𝑡 = doPlanCostEstimation(𝑃 .𝑙𝑒 𝑓 𝑡 ,𝑑𝑏,𝑒𝑛𝑣)

if 𝑛.𝑟𝑖𝑔ℎ𝑡 not NULL then
6 𝐶𝑅𝑠 ,𝐶

𝑅
𝑡 = doPlanCostEstimation(𝑃 .𝑟𝑖𝑔ℎ𝑡 ,𝑑𝑏,𝑒𝑛𝑣)

7 else
8 𝐶𝑅𝑠 ,𝐶

𝑅
𝑡 = 0,0

9 end
10 rParams 𝑟𝑝 = 𝑇 .obtainRParams(𝑑𝑏,𝑒𝑛𝑣 ,𝑛.𝑖𝑛𝑓 𝑜)

𝐶𝑠 ,𝐶𝑡 = fillCostFormula(𝑟𝑝 ,𝑛.𝑠𝑡𝑎𝑡𝑖𝑠𝑡𝑖𝑐𝑠 ,𝐶𝐿𝑠 ,𝐶𝐿𝑡 ,𝐶𝑅𝑠 ,𝐶𝑅𝑡 )
11 end
12 return 𝐶𝑠 ,𝐶𝑡

𝑓 𝑖𝑙𝑙𝐶𝑜𝑠𝑡𝐹𝑜𝑟𝑚𝑢𝑙𝑎 also takes the startup cost and total cost of subtrees (Eg.𝐶𝐿𝑠 and𝐶𝐿𝑡 denote startup
cost and total cost of left subtree respectively, and 𝐶𝑅𝑠 and 𝐶𝑅𝑡 denote startup cost and total cost of
right subtree respectively) as input to output the estimated startup and total cost of this plan. We
take the total cost estimation as the final prediction of the physical plan.

In summary, we propose a new design principle for improving formula-based cost model, reducing
the problem of query cost estimation to learning a mapping function 𝐺 : 𝐶

op
−−→ 𝑅. Compared to

existing state-of-the-art approaches, which train an end-to-end model from scratch to obtain the
mapping from vectorized query representation to estimated cost, our new learning scheme has
several advantages:

Efficient: Instead of training from scratch, our model leverages the intelligence of domain experts
in the cost model. As shown in our experiments, our method requires significantly fewer
annotation samples, and is more efficient in both training and inference.

Explainable: Our method inherits the interpretability of the cost model, which allows DBAs to eas-
ily understand the elemental factors involved in cost estimation. Additionally, we use decision
trees to learn the mapping function 𝐺 , which is well-known for its good interpretability.

Transferable: Since our learning scheme is lightweight and requires fewer annotation samples,
our approach, combined with online tuning, can be conveniently transferred to diversified
hardware/software environments and dynamic workloads.

3 OFFLINE TRAINING STAGE
In offline training stage, we pre-train an initial ParamTree for static C-params.We collect benchmark
data from various cloud instances and adopt the customized decision tree algorithm.
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Fig. 2. Illustration of hypercube

3.1 Formal Definition of the Tree
As illustrated in Figure 2, the process of splitting a decision tree involves continuously dividing
the space of C-params into hypercubes. Therefore, we present our tree construction from the
perspective of spatial partitioning. We start by formalizing the decision tree construction process.
Let C = 𝑐1, ..., 𝑐𝑛 denote all possible C-params. To simplify the problem, we normalize all C-params
to the range [0, 1]. For a subset 𝐶 of C (𝐶 ⊆ C), we define its hypercube 𝐻 as (𝐶,X), where X
maintains the upper and lower bounds of C-params in 𝐶 . For hypercube 𝐻 , the upper and lower
bounds of each dimension are defined as follows:

[𝐻 [𝑐𝑖 ] .𝑙, 𝐻 [𝑐𝑖 ] .𝑢] =
{
[0, 1], if 𝑥 ∉ 𝐶

[𝑙𝑖 , 𝑢𝑖 ], if 𝑥 ∈ 𝐶 , ∃[𝑙𝑖 , 𝑢𝑖 ] ∈ X
(2)

We construct a decision tree for each physical operator 𝑜𝑝 , with internal nodes and leaf nodes
playing different roles. Each internal node 𝑣𝑖 is represented as 𝑣𝑖 = [𝐻𝑖 , 𝑐 𝑗 , [𝑙1, 𝑢1], ..., [𝑙𝑚, 𝑢𝑚]].
Here, 𝐻𝑖 is a hypercube inherited from 𝑣𝑖 ’s parent node, 𝑐 𝑗 is the next C-param used for tree split,
and [𝑙 𝑗 , 𝑢 𝑗 ] denotes the partitioning result. For the 𝑘th child node of 𝑣𝑖 , if it is an internal node, its
hypercube is generated as follows:

𝐻𝑘 .𝐶 = 𝐻𝑖 .𝐶 ∪ {𝑐 𝑗 }, 𝐻𝑘 .X = 𝐻𝑖 .X ∪ {[𝑙𝑘 , 𝑢𝑘 ]} (3)

For root node, its hypercube is defined as 𝐻 = (∅, ∅).
On the other hand, leaf node 𝑣𝑙 is responsible for maintaining a pair (𝐻𝑙 , F ), where 𝐻𝑙 is

generated in the same way as the internal node and F represents a cost estimation formula for
the corresponding physical operator 𝑜𝑝 . Most F formulas follow the same linear expression as
Equation 1, where 𝑟𝑖 refers to the R-param, which is the main target of this paper. To estimate the
R-params of F within the sub-space defined by 𝐻𝑙 , we intentionally generate queries as samples to
train a regression model.

3.2 Inital ParamTree Construction
In the offline stage, we start with an empty root node and recursively construct the internal nodes
for the static C-params. We collect training samples from our cloud servers, where we establish
data instances with diverse hardware and software environments to provide various services for
customers. Before starting online services, we run workloads (e.g., Job-benchmark) to test their
performance. The testing results are collected as our training dataset, denoted asD = ⟨C𝑖 , f𝑖 (𝑜𝑝), 𝑜𝑖⟩.
Here, C𝑖 represents the values of static C-params when performing the test, f𝑖 (𝑜𝑝) denotes the
vectorized representations of the involved cost estimation functions (Table 1), and 𝑜𝑖 denotes the
real processing cost. It’s important to note that 𝑜𝑖 serves as our training label, and the instances in
D are collected directly from historical query logs in our cloud database platform. The constructed
subtree functions as a pre-trained model and can adapt to the target environment of any deployed
database with ease.

Recall that our goal in this paper is to learn a mapping function from C-params to R-params, i.e.,
𝐺 : 𝐶

op
−−→ 𝑅, to capture their dependency for a physical operator 𝑜𝑝 . We will construct a decision

tree for each operator 𝑜𝑝 . Conventionally, decision tree construction algorithms such as C4.5 [30]
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and CART [6] group data points with similar labels into the same leaf node for classification or
regression tasks. For example, CART regression tree [6] uses metrics like mean squared error (MSE)
and mean absolute error (MAE) to measure the purity of the data partitioning. However, these
algorithms all need to know explicit R-params as labels in advance, which is not available in our
case, so we cannot directly use these traditional decision tree algorithms to construct the mapping of
𝐺 : 𝐶

op
−−→ 𝑅. Samples in our dataset D = ⟨C𝑖 , f𝑖 (𝑜𝑝), 𝑜𝑖⟩ reflect the correlation as 𝐶 → 𝑂 . R-params

play like hidden parameters, working as 𝐶 → 𝑅 → 𝑂 . So we need to find a method to establish the
mapping function 𝐶 → 𝑅, without any explicit label for R-params, only samples reflecting 𝐶 → 𝑂 .

To resolve this issue, we adopt splitting criteria proposed by [42] that relies on no explicit label
information. In our case, we use C-params as splitting attributes and in every leaf node, we adopt
least square method to compute the R-params through samples lying in the leaf node. Suppose a
leaf node contains a dataset D̄ with 𝑛 samples, we want to obtain R-params r = [𝑟1, 𝑟2, . . . ] that
can minimize the query cost estimation error Ψ𝑖 (𝑜𝑖 , f𝑖 (𝑜𝑝), r) = (𝑜𝑖 − f𝑖 (𝑜𝑝)Tr)2, i.e., the optimized
R-params can be obtained via

r̂ = argmin
r

𝑛∑
𝑖=1

Ψ𝑖 (𝑜𝑖 , f𝑖 (𝑜𝑝), r) (4)

Initially, the decision tree consists of only one leaf node. However, varying C-params can result
in distinct regression functions. Therefore, we require a method to determine which C-param
will have a significant impact on the regression functions. By dividing the dataset based on this
C-param, we can assign specific regression functions to each sub-dataset. Parameter instability
test [42] helps group data with potentially similar R-params which achieves the goal without any
explicit label for R-params. Next, we will explain the principle of the parameter instability test.

To obtain the optimal r̂ defined in Equation 4, the first order of Ψ should be 0:
𝑛∑
𝑖=1

𝜕Ψ (𝑜𝑖 , f𝑖 (𝑜𝑝), r)
𝜕r

=

𝑛∑
𝑖=1

𝜓 (𝑜𝑖 , f𝑖 (𝑜𝑝), r) = 0 (5)

If r does not change significantly, then𝜓 will vibrate near the origin point. Otherwise, it may
indicate that r has a large deviation, in which case we are encouraged to split the node. We quantify
the extent of vibration of𝜓 as

𝑊 (𝑡, r) = 𝑛−1/2
⌊𝑛𝑡 ⌋∑
𝑖=1

𝜓𝜎 (𝑐𝑖 ) (𝑜𝑖 , f𝑖 (𝑜𝑝), r) , 𝑡 ∈ [0, 1] (6)

Equation 6 represents the cumulative sum of the equation 5 sorted according to the value of C-param
𝑐 , where 𝜎 (𝑐𝑖 ) is the ordering permutation of the observations of c = [𝑐1, 𝑐2, . . . , 𝑐𝑛].

Then multiply covariance matrix of𝜓 (𝑜𝑖 , f𝑖 (𝑜𝑝), r) to𝑊 (𝑡, r) to scale the result, which is

𝐽 = 𝑛−1
𝑛∑
𝑖=1

𝜓 (𝑜𝑖 , f𝑖 (𝑜𝑝), r)𝜓 (𝑜𝑖 , f𝑖 (𝑜𝑝), r)⊤ (7)

Then we obtain empirical fluctuation process 𝑒 𝑓 𝑝 (𝑡):
𝑒 𝑓 𝑝 (𝑡) = 𝐽−1/2𝑊𝑛 (𝑡, r) (8)

We formulate the null hypothesis as R-params remain stable as 𝑐 varies, while the alternative hy-
pothesis posits that R-params are subject to change with alterations in 𝑐 . Under the null hypothesis,
Donsker’s invariance principle[4] is satisfied. At the interval of 𝑡 ∈ [0, 1], 𝑒 𝑓 𝑝 (𝑡) converges to the
k-dimensional Brownian bridge[29]𝑊 0. Under the alternative, the value of 𝑒 𝑓 𝑝 (𝑡) will gradually
approach the peak in the process.
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For numeric and categorical C-params, we propose two instability tests respectively:
Numeric C-param We adopt the supLM test[3] for a numeric C-param 𝑐:

sup
𝑡 ∈Π

𝐿𝑀 (𝑡) = sup
𝑡 ∈Π

∥𝑒 𝑓 𝑝 (𝑡)∥22
𝑡 (1 − 𝑡) . (9)

Cateogrical C-param To test categorical variables, the following chi-square test is used, where
𝐾 is the number of categories, Δ𝐼𝑘𝑒 𝑓 𝑝 (𝑡) is the cumulative sum of 𝑒 𝑓 𝑝 (𝑡) on each category.
Then the L2 norm of the weighted Δ𝐼𝑘𝑒 𝑓 𝑝 (𝑡) is subjected to a 𝑑𝑖𝑚(r) · (𝐾 − 1) chi-square test.

𝜆𝜒2 (𝑊 ) =
𝐾∑
𝑘=1

|𝐼𝑘 |−1

𝑛

Δ𝐼𝑘𝑒 𝑓 𝑝 (𝑡)2
2 (10)

The two instability tests described above aim to estimate the significance of C-params in deter-
mining the values of R-params. A higher instability test result suggests that the values of R-params
remain stable even as the values of C-params change, while a lower result indicates that changes in
C-params may cause the values of R-params to fluctuate significantly. To identify the next split
attribute, we select the C-param with the lowest stability result.

We employ a multi-way split strategy, because previous research has suggested that this approach
can generate smaller, more accurate, and easier-to-understand decision trees [10, 28]. We follow a
recursive approach to divide intervals, using the following steps:
Step 1: Assuming the observations of 𝑐 are sorted as [𝑣1, 𝑣2, . . . , 𝑣𝑛] (For categorical variables,

random order can be used). Traverse all of them to find a split point that minimizes the
object function Ψ (𝑜, f (𝑜𝑝), r). Assuming the best-split point is 𝑣4, then the value of 𝑐 is
divided into two intervals, [𝑣1, 𝑣2, 𝑣3, 𝑣4] and [𝑣5, . . . , 𝑣𝑛].

Step 2: For each interval, apply the parameter instability test to the C-param 𝑐 . If the instability
result is below the threshold 𝛼 , it suggests that C-params have an influence on the values
of R-params, and we continue splitting this range and repeat Step 1. If the instability result
is above 𝛼 , we consider this interval fixed and will no longer split it.

Step 3: Once no more splitting is performed on all intervals, we divide the range of values for 𝑐
into several intervals, with each interval serving as a new node in the decision tree.

After expanding the decision tree and creating new leaf nodes, we train a linear regression
model using the optimization objective function (Equation 4) to obtain R-params. To prevent
severe overfitting, we adopt a termination strategy inspired by existing decision tree construction
algorithms for static C-params. We terminate the tree construction if one of the following conditions
is met:
• All 𝑝 values obtained by C-params’ parameter instability tests are greater than the threshold
𝛼 .
• The number of samples at a leaf node falls below 𝛽 .
• All samples at the leaf node share the same C-params values.

4 ONLINE REFINEMENT STAGE
When the initial ParamTree fails to provide a satisfactory cost estimation result, we resort to
the online refinement process to gradually expand the tree. However, there are two significant
differences between the static and dynamic C-params. Firstly, there are hundreds of dynamic C-
params, making conventional decision tree algorithms too expensive. Secondly, dynamic C-params
have a strong correlation with the query and data distributions. This means they are highly sensitive
to the underlying data and target workload. Consequently, the refinement process operates as an
ongoing process for each online DBMS.
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Fig. 3. Process of online tree expansion

4.1 Online Tree Expansion
The online tree expansion process consists of two major modules: the few-shot recommendation
model (Section 4.2) and the template-based sampling approach (Section 4.3). As shown in Fig-
ure 3, our approach maintains a buffer for queries that receive imprecise estimated costs from
the ParamTree. If the error rate of our cost estimation for query 𝑞𝑖 is greater than a pre-defined
threshold 𝜖 , we mark it as imprecise. We set an upper bound 𝜆 for the size of the buffer, and when
it is full, the tree expansion process is triggered. The steps involved in the process are:
(1) We group queries in the buffer based on their operators and calculate the error rates for each

operator. We use the R-params information of a leaf node for cost estimation of each operator.
We take the average estimation error rate of each leaf node for operators in the buffer and
select the leaf node with the highest error rate for expansion. In the following steps, we focus
on the expansion of this individual leaf node.

(2) The few-shot recommendation model is employed to recommend the next most dominant
C-param for the node split.

(3) The template-based sample generation approach is invoked to collect enough samples for
expansion.

(4) We perform the parameter instability test (Section 3.2) to verify the necessity of node split. If
the C-param does not have a significant impact on R-params, we go back to step 2.

(5) We split the node with the C-param based on generated samples and retrain our regression
functions for R-params in the new leaf nodes. We re-evaluate the costs of queries in the
buffer. For those that receive precise estimations, we remove them from the buffer.

In what follows, we will elaborate our few-shot recommendation model and template-based
sample generation approach.

4.2 Few-shot Recommendation Model
In our paper, we include hundreds of candidate dynamic C-params, such as query and data related
parameters, in order to model the hidden parameters of the cost model as extensively as possible.
However, for a given query, only a few of these parameters will actually have a significant impact
on query performance. Many database tuning researches [2, 7, 9, 14] also have demonstrated that
some C-params are consistently more important than others. Thus, when expanding the decision
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tree for a target workload, we need to select the next most dominant C-param. To achieve this,
we build a model 𝑌 = 𝐺 (C) to measure the correlations between C-params and R-params, which
are the performance metrics. This enables us to identify the C-params that are most sensitive to
R-params.

We generate samples and train the model in an offline way. We use PGBench3 as our benchmark
for generating samples to train the model. Suppose we want to split leaf node 𝑣𝑙 = (𝐻𝑙 , F ) of
existing ParamTree. If 𝑌 = 𝐺 (C) has been learned, we can rank the importance of each C-params
as follows:

𝑐𝑜𝑝𝑡 = argmax
𝑐∈C−𝐻𝑙 .𝐶

∫
𝐻𝑙

𝜕𝐺 (C)
𝜕𝑐

(11)

Namely, we pick the C-param with the largest accumulative partial differential in hypercube 𝐻𝑙 as
our split dimension.

Unfortunately, training a function𝐺 (C) to measure correlations between C-params and R-params
can be difficult as explicit samples revealing such correlations are not available. However, we assume
that the formula-based cost model can provide a good estimation, if all R-params in Table 1 are set
correctly. The perturbation of C-params can lead to imprecise estimations as the original settings of
R-params may not be valid. Therefore, we can measure the importance of C-params by comparing
the real processing cost to the estimated cost, and examining the resulting divergence.

To measure the importance of C-params, we simulate 𝑌 using 𝑌 =
|𝑡𝑎𝑐𝑡−𝑡𝑒𝑠𝑡 |
𝑡𝑎𝑐𝑡

, where 𝑡𝑎𝑐𝑡 and 𝑡𝑒𝑠𝑡
are the costs of actual processing and estimation, respectively. Our goal is to learn a 𝐺 (C) that
estimates 𝑌 . However, this is a very challenging problem because of the high dimensionality of the
hypercube 𝐻𝑙 , which makes it difficult to obtain enough samples.
To address the sparse space problem, we adopt a few-shot learning approach called Response

Surface Method (RSM) [18]. In RSM, a response surface is constructed using a small set of sample
points, and this surface is used to approximate the cost ratio within the hypercube. By doing so,
we can reduce the number of samples required for estimating the correlations between C-params
and 𝑌 . In the following, we will describe how to construct a response surface and how to pick the
dominant C-param in hypercube 𝐻𝑙 in a more efficient way.

4.2.1 Surface Construction. RSM approximates a complex data distribution with a few simple
functions (e.g., polynomial functions).
It was shown that RSM applies linear combinations of RBF (Radial Basis Functions) to produce

good fits for both continuous and discrete response functions [25], and is suitable for multivariate
high-order nonlinear problems [13]. Our RSM follows the same RBF strategy and simulates the 𝑌
as:

𝐺 (C) = 𝑌 =

𝑝∑
𝑖=1

𝛽𝑖𝑔𝑖 (C) +
𝑚∑
𝑖=1

𝜆𝑖𝜙

(C − C(𝑖)) (12)

where 𝑔(𝑪) = {𝑔1 (𝑪), 𝑔2 (𝑪), ..., 𝑔𝑝 (𝑪)} are low-order polynomial regression functions. For
example, if we focus on two-orders of correlations, we have:

𝑔(𝑪) = {1, 𝑐1, ..., 𝑐𝑛, 𝑐1𝑐2, ..., 𝑐𝑛−1𝑐𝑛, 𝑐
2
1, ..., 𝑐

2
𝑛} (13)

𝛽 = {𝛽1, 𝛽2, ..., 𝛽𝑝 } are regression coefficients of 𝑔(𝑪) (𝑝 = |𝑔(𝐶) |). 𝑚 denotes the number of
training samples. Samples refer to queries with different settings of C-params, and we submit them
to the DBMS to collect real processing cost (The strategy of generating sample queries will be
discussed in Secion 4.3).

𝑪 − 𝑪 (𝑖) is the Euclidean norm, 𝜙 is the basis function, and 𝜆𝑖 is the

3https://www.PostgreSQL.org/docs/current/pgbench.html
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coefficient of the 𝑖th basis function. In this paper, we apply Gaussian function as the Kernel function
of RBF:

𝜙 (
𝑪 − 𝑪 (𝑖)) = 𝑒𝑥𝑝 (𝑪 − 𝑪 (𝑖)2

/𝜌2
𝑖 ) (14)

Equation 12 can be trained using the classic least square method. Initially, we apply the Latin
Hypercube Sampling (LHS)[24] approach to generate 𝑚 samples, which is a commonly used
sampling method that can generate sample points with randomness and uniformity within a given
parameter range. Every dimension will be divided into𝑚 equally probable intervals. The goal is to
ensure that every interval within each dimension is covered by at least one sample, providing a
representative and evenly distributed set of samples across the entire parameter space. Given the
benchmark workload𝑊 , we ask the DBMS to process queries in𝑊 with different C-params from
samples. The collected real processing costs and estimated ones are used as training samples. LHS
allows us to achieve a reasonable approximation of 𝑌 with a few samples.

4.2.2 Sensitivity Analysis. Once the RSM model is established, we utilize the Sobol’ method [34, 35]
to estimate Equation 11 and rank the importance of C-params during the online refinement stage.
The Sobol’ method decomposes the total variance of 𝑌 to determine the contribution of each input
variable to the change of 𝑌 .

For a leaf node 𝑣𝑙 = (𝐻𝑙 , F ) of ParamTree, we need to collect multiple sobol sequence samples,
which should be multiples of 𝑛 + 2 (𝑛 is the number of remaining C-params). The RSM can output
estimated 𝑌 for these samples, which can be used to compute the sobol’ index and rank the
importance of C-params. By combining the RSM and Sobol’ method, we can avoid the need to
collect samples every time a global sensitivity analysis is performed. Instead, only a small amount
of computation is required to obtain the results.

4.3 Template-Based Sample Generation
To generate the required random samples for both surface construction and online tree expansion,
statistics for some running queries need to be collected from the DBMS. Specifically, after the
processing of a query 𝑞, statistics for each operator of the query can be collected from the execution
engine, resulting in a set of triples D = ⟨C𝑖 , f𝑖 (𝑜𝑝), 𝑜𝑖⟩, as mentioned in Section 3.2.
Running queries randomly may not always produce suitable samples for our training process.

To address this issue, we propose a template-based approach for sample generation and provide
two sampling APIs: F (𝑆𝑘 , 𝑜𝑝𝑖 , 𝐻𝑙 , 𝑐 𝑗 ,𝑚) and F (𝑜𝑝𝑖 , 𝐻𝑙 ,𝑚).
The first API is used for splitting the ParamTree in the online stage, while the second one is

a specialized version of the first API designed for training the C-param recommendation model
(Section 4.2). We denote the query set where our ParamTree cannot provide accurate estimations
as 𝑆𝑘 . In our algorithm, we select the leaf node 𝑣𝑙 with the highest error rate for expansion. Here,
𝑜𝑝𝑖 is the operator of the ParamTree to which 𝑣𝑙 belongs, and 𝐻𝑙 is the hypercube that 𝑣𝑙 maintains.
We use 𝑐 𝑗 as the C-param to split the ParamTree, which also serves as our sampling criterion.𝑚 is
the number of required samples. Using this API, we modify queries in 𝑆𝑘 to generate new queries
whose physical execution plan contains 𝑜𝑝𝑖 and the samples inside the hypercube 𝐻𝑙 .

The second API, F (𝑜𝑝𝑖 , 𝐻𝑙 ,𝑚), retrieves𝑚 random samples from the hypercube 𝐻𝑙 . This API
can be represented as a series of invocations of the first API: F (𝑆𝑘 = 𝑝𝑔𝑏𝑒𝑛𝑐ℎ, 𝑜𝑝𝑖 , 𝐻𝑙 , 𝑐 𝑗 ,

𝑚
|𝑐 | ) for all

valid 𝑐 𝑗 . The following discussion will focus on the implementation of the first API.
Our sampling process aims to enhance the ParamTree by minimizing estimation errors for

queries that are similar to those in 𝑆𝑘 . To achieve this, we adopt a twofold sampling strategy:
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Fig. 4. C-params and their plan templates

Similarity Samples are generated based on the query set 𝑆𝑘 . This enables the cost model to
adjust its estimations by incorporating updated values of R-params, which in turn minimizes
estimation errors for queries in 𝑆𝑘 .

Versatility To ensure that the cost model is robust and can generate accurate estimations for
unseen queries, samples are drawn uniformly from the value domain of 𝑐 𝑗 . Additionally, we
aim to test as many variants of queries in 𝑆𝑘 as possible.

4.3.1 Basic Idea. We have designed a modified stratified sampling strategy to generate samples
that are representative of the distribution of C-param values. For a continuous C-param 𝑐 𝑗 , we use
discretization to divide its domain into 𝑘 equally sized buckets. If 𝑐 𝑗 is discrete, we uniformly hash
its values into 𝑘 buckets.
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We maintain a histogram 𝐻 for each C-param, which records the distribution of its values for
historical queries. Specifically, 𝐻 (𝑖) (0 < 𝑖 < 𝑘) returns the number of historical queries that have
the 𝑐 𝑗 set to a value in the 𝑖th bucket. Therefore, 𝐻 represents the popularity of each value of the
C-param 𝑐 𝑗 .
Then, the probability 𝑝 (𝑖) of retrieving a sample from bucket 𝑖 is set as:

𝑝 (𝑖) = 𝑚𝑎𝑥 (𝜖, 𝐻 (𝑖))∑𝑘−1
𝑥=0 𝐻 (𝑥)

(15)

𝜖 denotes the minimal probability assigned to each bucket. Let𝑚 be the required number of samples
for training. We need to retrieve𝑚𝑝 (𝑖) samples for bucket 𝑖 , and within each bucket, the samples
are generated uniformly at random.

4.3.2 Template-Based Approach. The two properties (Similarity and Versatility) require our sam-
pling approach to generate samples based on 𝑆𝑘 . However, this is a non-trivial task since, for
specific queries and datasets, values of a C-param cannot be randomly selected. Some C-params are
correlated with query structures. Therefore, we classify the dynamic C-params into three categories:
𝐶0, 𝐶1, and 𝐶2.

The C-params in𝐶0 normally represent DBMS configurations, such as the size of buffer for temp
tables. C-params from𝐶0 are irrelevant to query structures and datasets. To generate a new sample
for 𝑐 𝑗 ∈ 𝐶0, we simply select a random query from 𝑆𝑞 that involves 𝑜𝑝𝑖 during processing. We then
set the C-param to a random value of bucket 𝑖 with a probability of 𝑝 (𝑖). The query is submitted
for processing, and we collect the statistics for 𝑜𝑝𝑖 as a triple (𝑜𝑝𝑖 , f (𝑜𝑝𝑖 ), 𝑜).
On the other hand, 𝐶1 and 𝐶2 refer to C-params that are correlated with a query’s logical plan

and physical plan, respectively (e.g., column type, data type, and index tree height). For a C-param
𝑐 𝑗 from 𝐶1 or 𝐶2, we cannot arbitrarily set a value for 𝑐 𝑗 because its value is bound to the query
structure. For example, Figure 4 shows some C-params that are late materialized during the logical
plan generation (𝐶1 type) and physical plan generation (𝐶2 type) processes, respectively. For C-
params such as DataType and ColumnOffset, their values are set when we add columns into query
predicates. These values depend on the query structure (where clause) and targeted tables/columns.

Therefore, we can only obtain statistics about possible values of C-params in 𝐶1 when a logical
plan is available. To enable more value tests for those C-params, we can replace the target column
with other columns from the same table. It should be noted that the available values of C-params
are defined by the database schema.
On the other hand, for C-params in 𝐶2 such as IndexCorrelation and BathesNum, their values

can only be determined when physical plans are generated. The values of C-params in 𝐶2 are
materialized based on run-time configurations, such as whether indexes are available and whether
the optimizer chooses to use them when generating the physical plan. Therefore, the values of
these C-params cannot be determined until all physical operators are definite.
For C-params of 𝐶1 and 𝐶2 types, we build a template table that indicates the sub-trees of the

involved ASTs (Abstract Syntax Trees) and physical plan trees. We also list the hidden parameters
that can be used to change the values of the corresponding C-params. In this way, for a query
𝑞 𝑗 from 𝑆𝑞 , we can apply a graph matching algorithm to find the same sub-tree in the AST and
physical plan trees of queries. By adjusting the values of the hidden attributes, we can obtain a
new query 𝑞 𝑗 that shares a similar query structure with 𝑞 𝑗 , but with a different configuration for
the C-params.
We can simplify the sampling process by using an inverted index. For each operator 𝑜𝑝𝑖 , there

are multiple templates available for a C-param 𝑐 𝑗 , denoted as 𝑡0, 𝑡1, ..., 𝑡𝑛 . After matching a template
against a query 𝑞 from 𝑆𝑞 , we can obtain statistics on the possible values of 𝑐 𝑗 for that matching.
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Algorithm 2: Greedy algorithm for sampling queries
Input: Operator 𝑜𝑝 , C-param 𝑐 , bucket probability 𝑝 , Query set 𝑆𝑞 , Template set 𝑇
Output: Generated queries 𝑄

1 𝑄 = {} ; ⊲ Store selected queries

2 for 𝐵𝑖 ←B1 to 𝐵𝑡 do
3 Select satisfied queries and templates 𝑆𝑖 =< 𝑞, 𝑡 > for 𝑐 from query set 𝑆𝑞 and template

set 𝑇
4 foreach (𝑞, 𝑡) ∈ 𝑆𝑖 do
5 𝐿 = 𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑒𝑄𝑢𝑒𝑟𝑖𝑒𝑠 (𝑞, 𝑡, 𝐵𝑖 );
6 Sort 𝐿 by estimated processing cost 𝑜 ;
7 𝑄 = 𝑄 ∪ select top ⌈𝑚𝑝 (𝑖)∥𝑆𝑖 ∥ ⌉ queries from 𝐿

8 end
9 end

10 return 𝑄

To build the inverted index, we use a composite key [𝑐𝑖 , 𝐵 𝑗 ], indicating the corresponding C-param
and the involved bucket. The value of the key is a list of triples: 𝑟 = [𝑡𝑖 , 𝑞 𝑗 , 𝑜𝑖 𝑗 ], where template 𝑡𝑖 is
matched against query 𝑞 𝑗 , and the estimated processing cost of 𝑞 𝑗 with this matching is 𝑜𝑖 𝑗 .
If we retrieve𝑚 samples for a C-param 𝑐 𝑗 , we are expected to pick𝑚𝑝 (𝑖) samples for the 𝑖th

bucket. Given our inverted index, we can retrieve a list of triples 𝐿, and now our target is to ensure
diversity while minimizing costs. More formally, the sampling process will return a list 𝐿′ with
size𝑚𝑝 (𝑖). 𝐿′ shares the same set of triples with 𝐿, but allows a triple sampled multiple times. 𝐿′
should satisfy:

arg min
𝐿′

∑
∀𝑟 ∈𝐿′

𝑟 .𝑜 (16)

and
arg max

𝐿′
∥
⋃
∀𝑟 ∈𝐿′

𝑟 .𝑡 ∥ (17)

where ∥ ∗ ∥ returns the number of unique elements in a set. Algorithm 2 illustrates our sampling
process. The algorithm starts by creating an empty set𝑄 to store selected queries. Next, it traverses
all the buckets to add queries into 𝑄(line 2-9). For every bucket 𝐵𝑖 , it firstly selects a satisfied
combination of queries from 𝑆𝑞 and template 𝑡 . Then, for each combination (𝑞, 𝑡), generate a list of
queries 𝐿 with C-param values in 𝐵𝑖 by modifying query 𝑞 through template 𝑡 (line 5). Sort queries in
𝐿 according to their estimated cost 𝑜 and then select the ⌈𝑚𝑝 (𝑖)∥𝑆𝑖 ∥ ⌉ queries with the smallest cost(line 6-
7), where ∥𝑆 ∥ denote the number of different (𝑞, 𝑡) combinations. So, we get

∑𝑡
𝑖=1⌈

𝑚𝑝 (𝑖)
∥𝑆𝑖 ∥ ⌉ × ∥𝑆𝑖 ∥ =𝑚

queries after running Algorithm 2.

5 EXPERIMENTAL EVALUATION
In this section, we evaluate our model from four aspects: accuracy, generalization, and dynamic,
training overhead.

5.1 Experimental Setup
Environment and Datasets. By default, our experiments are conducted on our in-house server,
equipped with 4 Xeon CPUs, 32 GB dram, and 894 GB SSD. The default operating system and DBMS
are Ubuntu 18.04.6 LTS and PostgreSQL 13.3, respectively. However, to show the generalization of
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our model, we also test it on 20 cloud instances with different hardware and DBMS configurations.
We adopt widely-used benchmark datasets such as IMDB, TPC-H and TPC-DS in our experiments.

Note that we disable the parallel execution to improve the stability of results.
ComparisonApproaches.Wedenote ourmethod as ParamTree and compare it with both formula-
based and learning-based approaches:
(1) PostgreSQL Cost Model (Scaled CM): This is PostgreSQL’s default cost model. It provides

estimated cost unit that can be scaled to the real processing time with a simple linear
function.

(2) PostgreSQL Tuned Cost Model (Tuned CM): We follow the method proposed by [39] to adjust
the R-params in Table 2. With the adjusted R-params and accurate cardinality estimation, we
can improve the precision of default PostgreSQL cost model.

(3) We also compare with multiple recent learning-based models, including MSCN[17], E2E[36],
QueryFormer[43], and TCNN[21, 47]. These models apply deep neural networks to encode
queries or physical query plans and predict query execution time in an end-to-end manner.
Training these models incurs high overheads, because we need to collect query execution
time as the training samples for a large volume of query plans.

(4) Zeroshot approach: Zeroshot[11] builds a pre-trained model with samples from many well-
known databases and shows good transferability to a new database. However, its leverage
of pre-trained knowledge is not fair to other competitors. In addition, it requires thorough
re-training for any new hardware and software environment. Therefore, we only compare
with Zeroshot in the generalization experiment.

(5) Learned tuners aim at recommending knob values automatically, which include R-params in
cost model.We also compare our workwith state-of-the-art learned tuners, like OutterTune[2]
and LlamaTune[15].

Among these approaches, MSCN, E2E, QueryFormer, and TCNN combine cardinality estimation
with cost prediction to create an end-to-end model, while Zeroshot only focuses on cost estimation.
For the latter ones, we adopt DeepDB [12] as the cardinality estimation model. DeepDB is a
data-driven technique and is easy to train.
Evaluation Metrics. We use Q-error as our main evaluation metric. We also evaluate the training
overhead of our approach. The Q-error is computed as:

Q-error(𝑞) = 1
𝑛

𝑛∑
𝑖=1

max (𝑎𝑐𝑡𝑢𝑎𝑙 (𝑞), 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 (𝑞))
min (𝑎𝑐𝑡𝑢𝑎𝑙 (𝑞), 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 (𝑞))

𝑎𝑐𝑡𝑢𝑎𝑙 (𝑞) is the actual execution time of query 𝑞, while 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 (𝑞) is the algorithm’s estimated
execution time of query 𝑞. A smaller Q-error value indicates better performance and the optimality
occurs when Q-error equals 1.

5.2 Performance of Cost Estimation
In this set of experiments, we evaluate the overall performance of all approaches on IMDB. For all
the learning-based comparison approaches, we construct a training set with 5, 000 queries from
IMDB synthetic workload, and estimate the query execution time for two workloads: job-light and
scale. To demonstrate the superiority of ParamTree in terms of friendliness to training samples, we
train ParamTree with only 2, 000 samples. ParamTree+DeepDB implies that we adopt DeepDB for
cardinality estimation, whereas ParamTree+Exact is the oracle scenario in which we assume the
exact cardinality is available.

Prediction Accuracy. As shown in Table 4, ParamTree exhibits extremely accurate prediction
performance when using exact cardinality, with Q-error below 1.11 in job-light and 1.15 in scale
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IMDB(Job-light) median 90th 95th 99th mean
Tuned CM+DeepDB 2.55 6.69 9.65 16.16 3.72
Tuned CM+Exact 1.97 3.45 4.07 9.76 2.36
MSCN 3.40 20.71 37.91 75.77 9.36
E2E 2.27 10.53 17.75 87.54 7.16
QueryFormer 1.57 9.33 18.59 40.00 4.41
TCNN 1.90 13.37 26.25 61.24 6.65
ParamTree+DeepDB 1.58 5.07 7.35 14.37 2.59
ParamTree+Exact 1.11 1.58 1.78 4.79 1.32
IMDB(Scale) median 90th 95th 99th mean
Tuned CM+DeepDB 2.03 7.53 12.84 54.73 4.72
Tuned CM+Exact 1.75 3.65 3.73 6.68 2.14
MSCN 2.33 12.28 25.46 72.24 6.19
E2E 1.91 9.15 13.78 21.19 3.66
QueryFormer 1.25 5.08 9.37 44.36 3.26
TCNN 1.41 6.73 17.9 85.41 4.84
ParamTree+DeepDB 1.47 5.09 8.98 27.14 2.97
ParamTree+Exact 1.15 1.90 2.67 5.31 1.41

Table 4. Comparison of prediction accuracy

Error(ms) SeqScan IndexScan IndexOnly Sort
Tuned CM 139.76 690.15 1743.34 613.76
ParamTree 97.67 108.29 164.27 14.26
Error(ms) MergeJoin NestedLoop HashJoin Aggregate
Tuned CM 431.26 19.03 1022.09 1094.54
ParamTree 70.73 8.91 77.66 26.30

Table 5. Performance of different operators.

for 50% of queries. If DeepDB is adopted for cardinality estimation, ParamTree can still outperform
its competitors. Traditional cost models have a relatively high median Q-error but perform well in
predicting tail queries, making them stand out in terms of average performance. On the contrary,
deep learning methods show poor performance when predicting tail queries. This is because tradi-
tional cost models rely on formula-based estimation, allowing them to generate robust predictions
for a wide range of queries, less affected by shifts in the distribution of training and testing queries,
while deep learning methods are highly sensitive to the change of query distribution. ParamTree
inherits the merit of the traditional cost model so that it also shows good transferability for new
data and queries.

Performance of individual operators. In Table 5, we give a more granular view of the per-
formance of some key operators when predicting queries from job-light workload. Because many
operators (e.g., Index Scan and Index Only Scan) may loop several times in a physical plan, we
add up their costs in all loops. We use Median Absolute Error(MedianAE) to measure the accuracy.
From the result, we can find that there are significant improvements in ParamTree compared to
Tuned CM for the Aggregate and Sort operators.

Compare with leading learned tuners.We also compare our approach with learned tuners,
and the results are shown in Table 6. In this experiment, we use default cardinality estimation
results given by PostgreSQL. Our results show these learned tuners cannot provide a better result
than Tuned CM and our approach. Learned tuners aim at increasing throughput or decreasing
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IMDB(Job-light) median 90th 95th 99th mean
Sclaed CM 3.91 11.07 32.11 44.05 6.81
Tuned CM 2.07 9.42 11.07 21.65 3.83
OutterTune 10.08 12.22 12.77 17.18 8.06
LlamaTune(SMAC) 3.27 7.48 35.77 134.9 9.76
LlamaTune(DDPG) 3.28 7.76 43.23 152.41 10.94
ParamTree 1.47 7.28 9.49 35.23 3.63

Table 6. Performance on different learned tuners.

IMDB(Job-light) median 90th 95th 99th mean
MySQL 2.16 16.11 27.47 79.62 7.09
TCNN 1.97 7.92 10.07 29.58 3.74
QueryFormer 2.03 8.44 9.78 15.8 3.72
ParamTree 1.81 7.67 12.73 24.45 3.66

Table 7. Performance on MySQL.

latency, instead of improving cost model’s prediction accuracy. So they pay more attention to
parameters that control resources, instead of hyperparameters in cost model. Moreover, we find
that even using default cardinality estimation, ParamTree still provides accurate predictions against
learning-based cost models.

Performance onMySQL. ParamTree can be widely applied to any database that uses a formula-
based cost model. We demonstrate the effectiveness of our method when applied to MySQL.
As shown in Table 7, we use the default cardinality given by MySQL. ParamTree’s predictive
performance can still rival that of learning-based cost models.

5.3 Generalization Performance
Generality is a desirable feature for learning-based cost models. Here, we investigate two types
of generalization performance and compare our ParamTree with PostgreSQL cost models as well
as a pre-trained model called Zeroshot [11], which is specifically designed to support the transfer
to unseen databases. The other methods[17, 21, 36, 43, 47] use embedding for table and column
names which causes them to be unable to predict unseen databases.

Generalization among differentmachines.We select 20 cloud servers with different hardware
configurations. For each server, we vary the DBMS configuration parameters to generate 100 database
instances with different combinations of static C-params. For each database, we load IMDB and run
the Job workload to obtain the execution results as the annotation labels. We randomly divide 20
cloud servers into training and testing sets with a split ratio of 0.8. ParamTree and Zeroshot are
pre-trained with the training samples and evaluated on the test cloud servers.
For the PostgreSQL cost model, we generate two variants with different settings of R-params.

One is to use the default values and map the cost unit to query execution time through a linear
model. The other requests collecting several samples and calculating the appropriate R-params for
that instance. We call the former Scaled Cost Model and the latter Tuned Cost Model.
Table 8 shows the evaluation results, which indicate that ParamTree outperforms all other

methods on four test cloud database machines. Without collecting any samples to adjust R-params,
it can even achieve better performance than Tuned CM. Zeroshot requires a large number of
samples to adapt to a specific hardware environment and obtain a model and its performance is
inferior when the hardware environment is changed.

Generalization among different databases. In this setting, we load multiple databases into
the same DBMS and run the experiments within the same machine. As shown in Figure 5, the

Proc. ACM Manag. Data, Vol. 1, No. 4 (SIGMOD), Article 255. Publication date: December 2023.



255:20 Jiani Yang et al.

ID Methods Q-error
median 90th 95th 99th mean

#1

Scaled CM 2.76 21.30 41.10 239.56 13.02
Tuned CM 2.69 5.96 12.41 21.85 3.59
Zeroshot 5.69 19.00 25.51 35.62 8.99
ParamTree 2.26 5.36 10.69 18.64 3.09

#2

Scaled CM 5.78 44.24 89.83 526.31 28.41
Tuned CM 3.38 7.22 14.21 27.48 4.38
Zeroshot 7.27 39.34 45.21 48.47 13.02
ParamTree 2.73 8.27 10.69 26.62 4.24

#3

Scaled CM 2.25 20.43 38.54 251.29 13.26
Tuned CM 2.46 6.40 13.69 25.14 3.85
Zeroshot 7.80 28.20 32.93 46.68 11.79
ParamTree 1.78 5.04 9.92 18.54 2.90

#4

Scaled CM 2.71 15.79 35.37 145.97 10.01
Tuned CM 2.56 5.00 8.61 17.00 3.12
Zeroshot 6.23 20.84 25.49 35.58 9.25
ParamTree 2.22 4.94 7.39 14.48 2.79

Table 8. Prediction performance on four random unseen machines.
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Fig. 5. Generalization performance of the model on different databases. The numbers on the chart represent
the corresponding Q-error.

vertical axis represents the database used during model training, and the horizontal axis represents
the database used for testing. We choose 6 publicly available databases to conduct this experiment
and use the workload generated by [11] for these databases, which are Select-Project-Aggregate-
Join (SPAJ) queries with conjunctive predicates on numeric and categorical columns. For Zeroshot,
we use 5, 000 samples from every database to train the model, and we only use 1, 000 samples
for ParamTree. For ParamTree, the Q-error of all models is below 1.92. Although Zeroshot can
have very good predictive performance on the training dataset, the knowledge learned by the
model is very limited, resulting in a sharp drop in performance when making predictions on other
databases. ParamTree is built on top of the traditional cost model, and its abundant prior knowledge
enables it to migrate well between different databases. Moreover, it only focuses on a small number
of hyperparameters in the cost model, making it less prone to overfitting and failure to learn
corresponding knowledge.
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5.4 Performance on Dynamic Scenarios
In this experiment, we evaluate the performance of ParamTree when handling dynamic scenarios,
including the update of query distribution, database size, and data skewness. In the online refinement
stage, ParamTree can specifically improve queries with poor prediction results. Moreover, the rules
of the cost model and dynamic C-params used for splitting can take data updates into account.
However, it is difficult for the deep learning approaches to support the dynamic scenario because
they collect samples on static databases, and cannot perceive the update of data.

Dynamic queries. Query distribution update is common in practice. In this experiment, we use
the Initial ParamTree obtained from the Offline training stage as the initial model and then use
IMDB’s job-light as the query workload for online refinement. As shown in Figure 6, We record the
average Q-error of job-light’s query prediction results after each node expansion. It can be seen that
the model only needs a very small amount of samples to achieve very good prediction performance.
After generating 350 samples, ParamTree+Exact’s mean Q-error can reach 1.26, which is better
than the effect achieved by passive learning using 2000 samples in Section 5.2.
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Fig. 6. Performance of ParamTree for every expansion in online refinement stage.

Generalization to Data Dynamics.We consider data dynamism from the size of database and
the skewness of data distribution. We use the model trained on TPC-H (scale=1𝐺 , skew factor = 0)
for this experiment. From Figure 7(a), it can be observed that as the size of the database increases, the
predictive performance of the traditional cost model remains almost unchanged. The performance
of ParamTree degrades when the database size increases from 1𝐺 to 7𝐺 and then slightly improves
when the database size further expands to 10𝐺 . Nevertheless, it still outperforms the traditional
cost model in all scenarios. Figure 7(b) shows that as data skewness increases, the performance
of traditional cost model declines significantly. In contrast, ParamTree is less sensitive to data
skewness. When the skew factor increases to 1.5, the traditional cost model’s performance decreases
by 112.8% compared to the original database, while ParamTree’s performance only decreases by
53.2%. The Q-error of ParamTree is more than 2.5x smaller than Tuned CM.

5.5 Training and Inference Overhead
Training efficiency and friendliness to the number of required training samples are desirable
advantages of ParamTree. As shown in Table 9, we compare the training time of methods that
use physical execution plans as input. We can see that the training time of ParamTree is only
about 1/5 of the fastest neural network method TCNN. We also compare the performance with
varying numbers of training samples. In this experiment, we use TPC-H as the workload to generate
numerous queries through different seeds. We chose a typical deep learning method with a small
training overhead, TCNN, for comparison. For a fair comparison, both TCNN and ParamTree use
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Fig. 7. Performance of the model facing data dynamics.

Method E2E QueryFormer TCNN ParamTree
Time(s) 1364.41 5995.90 1248.67 272.04

Table 9. Comparison of model training time

exact cardinality for query execution time estimation. We can see from Figure 8 that ParamTree
requires significantly fewer training samples to obtain satisfactory performance. To reach the same
level of converged Q-error, TCNN requires 4, 000 samples to be fully trained, whereas ParamTree
only consumes 1, 000 samples.
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Fig. 8. Training process for TPC-H.

Since we adopt decision tree, the inference is in fact very fast. Embedding our method into a
database system would not introduce significant additional costs to the existing cost estimation. It
only requires a modest increase in search time for R-params within the decision tree. Furthermore,
our trees have a height controlled within 10, so accessing fewer than 10 nodes is sufficient to obtain
the required R-params. Additionally, the decision tree occupies minimal space and can be loaded
entirely into memory.

5.6 Ablation Studies
5.6.1 Effect of Components. Firstly, we conduct experiments to demonstrate the benefits of design-
ing three modules and reported the results in Table 10. Firstly, without conducting a parameter
instability test, the decision tree would only have one root node and no branches. The results
indicate that this leads to a significant decrease in accuracy. Secondly, we replace the few-shot
recommendation model with a random model and the result shows a decline in effectiveness.
Thirdly, to evaluate template-based sample generation module’s effectiveness, we create a pool
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Ablation (Median Q-error) TPC-H TPC-DS JOB
ParamTree 1.08 1.18 1.18
w/o Parameter instability test 1.12 1.62 1.88
w/o Few-shot recommendation model 1.17 1.27 1.41
w/o Template-based sample generation 1.60 1.39 1.70

Table 10. Ablation study of ParamTree on diverse workloads.
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Fig. 9. Effect of hyperparameters.(TPC-H)

consisting of numerous random queries and selected queries from it during each epoch. Result
shows taking random queries as training samples doesn’t yield satisfactory results.
Many previous studies have utilized workload queries for both training and testing. However,

this approach produces inferior results when the model is faced with queries that are significantly
different from those in the training workload. For instance, TCNN is able to achieve a mean Q-
error of 1.07 on TPC-H workload; however, its Q-error increases drastically to 4.79 when tested
on randomly generated queries. To address the issue, we propose the template-based sampling
approach, which achieves a good balance between randomness and locality. Taking workload
queries as training samples, ParamTree achieves 1.11 on TPC-H, but also performs well on random
queries, yielding a Q-error value of 1.63. Moreover, with template-based sampling, ParamTree can
attain 1.25 on random queries.

5.6.2 Effect of hyperparameters. Finally, we explore the impact of the size of the buffered queries 𝜆
and the error threshold 𝜖 . These findings are presented in Figure 9. We can see that as buffer size 𝜆
increases, the performance is getting better. With a large buffer size, ParamTree is able to consider
more queries in one expansion, which helps the model make good decisions. However, this kind
of benefit will not continue to exist as the buffer size increases. After reaching a certain level, the
performance will stabilize. The error threshold 𝜖 determines at what point the estimated errors of a
query reach, conducting subsequent customization and improvement for that query. Result shows
Q-error 1.1 is a good threshold for TPC-H. For different workloads, it should be set with different
values.

6 RELATEDWORK
Cost Estimation. Previous work [1, 19, 32] used machine learning algorithms to predict costs
from two levels: operator-level and plan-level. The former has generalization ability, while the
latter has higher accuracy. These works usually combine two types of models in order to achieve
better results. With the development of deep learning, researchers turn their attention to using
deep learning to estimate query costs[21, 23, 26, 36, 43, 47]. The focus of these methods is on how
to capture the structural information of the physical execution plan tree well. [36, 43] also focus
on how to improve the accuracy of cardinality estimation by utilizing the features of sampling.
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[11] considers the generalization performance and transferability of cost estimation models, which
can be extended to unseen databases, but does not consider the effect of different hardware and
requires a large number of training samples. [39] aims at tuning hyperparameters in cost model,
which is the most relative work with ours. However, its settings do not change according to
different queries, operators, and database configurations, resulting in lower accuracy compared
to ParamTree. Learned tuners[2, 15] also tune cost model’s hyperparameters, but they aim at
increasing throughput or decreasing latency, rather than improving cost model’s accuracy. Some
works [16, 33, 46] consider how to better estimate costs in the era of big data and cloud computing.
[17, 37] encode queries and can accomplish multiple tasks including cost estimation, but did not
consider different physical plans.[38] proposed a framework to gather training data for tasks like
cost estimation which can serve as an effective tool for other methods.

Learned Database Components. As deep learning rapidly developed, researchers focus on us-
ing deep learning technology to replace some components of databases, eg. end-to-end optimizers[22,
40], cardinality and cost estimation[12, 20, 23, 36, 46], query rewrite[44, 45], join optimization[8, 41].
As models become more complex, there is a higher risk of overfitting on simple workloads. This
can result in poor generalization performance, requiring us to be more vigilant. In our approach,
we adopt a lightweight model instead of a deep learning model and generate diverse queries to
enhance the generalization ability of the model.

Decision Tree Algorithms. Decision tree algorithms are popular due to their interpretability,
simplicity, and ability to handle both categorical and numerical data. Classical algorithms like
ID3 [27], c4.5 [30], CART [6], random forest [5] are designed to solve classification and regression
problems. However, the problems we face in our work are not typical regression or classification
problems. Hence, we customized a multi-way decision tree based on parameter instability test[42]
and calculated the hyperparameters of the cost model from the leaf nodes.

7 CONCLUSION
The formula-based cost model shows good explainability and generalization when involved in
cost estimations. However, its performance is outrun by recent learning-based approaches. In this
paper, we identify key parameters within cost model formulas and design a fast-learning model. By
partitioning the search space, we refine cost model estimation and achieve comparable performance
to fine-tuned learning-based models. Extensive tests on commonly used datasets demonstrate
that our method outperforms existing techniques. Moreover, our approach also shows a high
transferability when dealing with dynamic scenarios. These advantages indicate its non-negligible
prospects in practice.
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