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PREVIOUSLY

* Index recommendation, knob tuning systems
* Take in some information about workload as input

* Encoding of query plans that captures
essential features?
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TODAY'’S AGENDA

»  Query Encoder Model
e Downstream Tasks

* Analysis
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CHALLENGES

* Query independence
e Queries vary within a workload, context does not
provide information

* Diverse query structure
 Representing a query plan tree is non-trivial

* Modeling computational complexity
e Each operator has its own demand for resources

 Data dependence

* Need information about index availability, data
distribution

 Domain adaptation
* Adapting to unseen workloads is a challenge
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ENCODER

e Structure encoder: autoencoder
* Performance encoder: supervised learning
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STRUCTURE ENCODER

"Startup Cost":

* First, query plan is flattened
via DFS Bracket traversal

FILTER
38.48, "Actual Rows" 100,
"Shared Rendalocks 36441, ShuredH
Blocks": 150843, "Total Cost": 93138.48, .

SORT
"Sort Method": * heapsort”, "Sort Space Used":

70, "Sort Space Ty ype Memorf

"Shared Hit Blocks":

 Each node is represented as a
triple of subtypes (e.g., Scan-

AGGREGAT E

141624, "Sh: ared Read Blocks":

HASH JOIN
(Su| =

Heap-Bitmap, Join-Merge-
Left) RS

l

SEQ SCAN
Jo in Type": "Inner”, SlanupCosr‘ 17146.91,
'Hash Cond": "(custom: ationkey =
nn(oﬂnnaokey) S radH Blocks™: ........

A2
HASH JOIN
"Join Type™: "Inner", smnupcm' |7|469
*“Hash Cond": "(customer.c_;
| nation.n_nationkey)", Shade Bloclg

(Filter—, (Sort—, (Aggregate—,

INDEX SCAN
"Actual Rows": 150000, "Plan Width": 148,
"Scan Direction”: *Forward", "Relation Name":
"customer”, "Total Time": 281.768, .......

(Join-
(Join-Hash-,

BITMAP INDEX SCAN
"Actual Rows": 56506, "Index Cond":
((orders.o_orderdate >= $1 )AND(otd rs.0_orderdate

<(S2+ 3mos sinterval month)))”, ..........

Hash-,  (Loop—Nested,
(Hash—, (Loop—Nested, (Loop—Nested,
Scan-Index-, Scan-Seq-) Scan-Heap-
Bitmap) ) Scan-Index-Bitmap) Scan-

NESTED LOOP
*Startup Cost": 17145.34, "Total Cost": 84542.34,
*Actual Rows": 94907, "Shared Read Blocks":

116466, "Join Type": Inner‘

v

HASH
"Hash Buckets": 1024, "Hash Batches": 1,"Peak

| Memory Usage": 10, sm:me 062..

NESTED LOOP
Amua]smn up Time":
\_27825° Aclua.lﬁows 9490 .............

BITMAP HEAP SCAN

Heap Blocks": 23230, "
*orders”, *Shared i Blockar 1811 Shredﬂlod(

;
Index-) Scan-Seq-)))) e

££CMU-DB

15-799 Special Topics (Spring 2022)

SEQ gCAN

"Actual Rows": 25, "Actual Startup Time":
0.019, "Actual Total Time": 0.038, "Relation Name" ..
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STRUCTURE ENCODER

* Trained using plan-pair similarity regression

* Smatch score: degree of overlap between two graphs
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PERFORMANCE ENCODER

e Separate encoders for
scan, join, sort,
aggregate

e Takes in plan features,
meta features, DB
settings as input

* To predict total
time/cost for plan, add
plan feature vectors
together for each node

type
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Operator

Plan Properties or Features

All

Actual Loops , Actual Rows , Local Dirtied Blocks ,
Local Hit Blocks , Local Read Blocks , Local Written
Blocks , Plan Rows , Plan Width , Shared Dirtied
Blocks , Shared Hit Blocks , Shared Read Blocks ,
Shared Written Blocks , Temp Read Blocks , Temp
Written Blocks , Parent Relationship , Plan Buffers

Scan

Relation Name, Scan Direction, Index Name, Index
Condition, Scan Condition, Filter, Rows Removed,
Heap Blocks, Parallel, Recheck Condition

Join

Join Type, Inner Unique, Merge Condition, Hash Con-
dition, Rows Removed by Join Filter, Parent Relation-
ship, Hash Algorithm, Hash Algo, Hash Buckets, Hash
Batches, Peak Memory

Sort

Sort Type, Sort Method, Sort Space, Sort Key, Sort
Space Type, Sort Space Used, Peak Memory

Aggregate

Strategy, Hash Algo, Hash Buckets, Hash Batches,
Parallel Aware, Partial Mode, Peak Memory

Features Type

Feature Attributes

Meta Features

relname, attname, reltuples, relpages, relfilenode, relam, n
distinct, distinct values, selectivity, avg width, correlation

DB Settings

bgwriter delay, shared buffers, bgwriter Iru maxpages, wal
buffers, random page cost, bgwriter Iru multiplier, checkpoint
completion target, checkpoint timeout, cpu tuple cost, max
stack depth, deadlock timeout, default statistics target, work
mem effective cache size, effective io concurrency, join collapse
limit, from collapse limit, maintenance work mem
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PERFORMANCE ENCODER MODEL

p
DB SETTINGS
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 Query Encoder Model
» e Downstream Tasks

* Analysis
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DATASETS

* Crowdsourced query plan dataset
e TPC-H, TPC-DS
e Join Order Benchmark

e Spatial benchmarks
* Notorious for resource consumption and need for
proper tuning
e Jackpine: spatial queries with multipolygons, lines,
and points
 QOpen Street Map: Spatial overlap, distance, and
routing queries
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e Compared to SOTA query latency prediction models: TAM,

LATENCY—TPC-DS 100

SVM, RBF, QPP Net

$2CMU-DB

15-799 Special Topics (Spring 2022)

100000
mTAM HSVM ®RBF QPPNet Plan Encoder

63 65 68 71

58 62
Figure 7: Mean absolute error (MAE) for the 33 TPC-DS query templates with scale factor 100 where Plan Encoder performed
mTAM mSVYM m RBF QPPNet Plan Encoder

better than a baseline.

' 79 88 33 44 50 90 55 19 85 93 41 96 a3 59 15 54 89 43 61 9 64 69 3 78 56 60 67
Figure 8: Mean absolute error (MAE) for the 27 TPC-DS query templates with scale factor 100 where Plan Encoder did not
performed better than a baseline.
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LATENCY—TPC-DS 100

=
~
=]

e Features from the
performance encoder I I I I I 11 I I I I I
are dominant E e 16 24 64 96 128 160 192 224 256 288 320
Figure 9 Average of MAEs on 5 test datasets of TPC-DS
¢ Featu res from with scale factor 10 with varying embedding size of structure
structure encoder encoder.

have low importance
in latency prediction

e Structure embedding
size of 128 or 160
performed best
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QUERY CLASSIFICATION

Dev Test

* Join Order Benchmark—predict —
query template and Cluster template cluster template cluster

Structure-Only 0.2452 0.4670 0.1946 0.3847
Performance-Only 0.1645 0.2973 0.0977 0.1769

[ J Pretrained encoder‘ Both 0.2783 0.5573 0.2518 0.4647

Both0.1 0.2000 0.4927 0.151 0.334
- Both Structure and performance Both0.3 0.2555 0.5228 0.1843 0.3855
encoders contribute, but the
structure encoder is more
important

* Models fine-tuned on 10% and
30% of the dataset performed
close to those fine-tuned with
the full dataset

— DATABASE WORKLOAD CHARACTERIZATION WITH QUERY PLAN
£ CMU-DB D ENCODERS

Table 6: Results on Query Classication Accuracy
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TODAY'’S AGENDA

 Query Encoder Model

e Downstream Tasks

» * Analysis
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STRUCTURE ENCODER—TRAINING

* Baseline models
* Sparse autoencoder (Sparse-AE)
e LSTM with plan-pair similarity regression

* Pretraining datasets
 Randomly select pairs from crowdsourced plan

dataset

* Fine-tuning datasets
 Randomly generated plan-pairs from TPC-H, TPC-
DS, and SPATIAL
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STRUCTURE ENCODER—TRAINING

* Pretraining
significantly reduces
error on TPC-H and
TPC-DS

e LSTM and
Transformer models

work well from
scratch on SPATIAL

$2CMU-DB
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E FNN-Scratch & Sparse-AE-Fixed £ Sparse-AE
LSTM-Scratch & LSTM-PPSR-Fixed E LSTM-PPSR

E Transformer-Scratch E Transformer-PPSR-Fixed & Transformer-PPSR
0.400

0.287

(I 0. 289
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(I o279
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SMATCH MAE LOSS

ST 0309

I o.209
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MR 0239

QNI 0-137

A0 0.227
AT  o.217
I 0.098

I 0.093

NI 0.109
SUTCATETETTATIAN 0.136
MmN 0.097

TPC-H TPC-DS SPATIAL
Scratch: no pretraining or fine-tuning
Fixed: pretraining only
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STRUCTURE ENCODER—TRAINING

* Pretraining —PRETRAININGTPCH  ——SCRATCHATPCH
significantly reduces

e PRETRAINING-TPCDS SCRATCH-TPCDS

e PRETRAINING-SPATIAL e SCRATCH-SPATIAL

error with less %
training data for TPC- %
H and TPC-DS g S

* Pretraining only
i m p roved S PATIAL ‘ . . FRACTION(.)F TRAI'NING D/;«TA - A

performance slightly Scratch: no pretraining or fine-tuning
Fixed: pretraining only
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PERFORMANCE ENCODER—PRETRAINING

1000 Train —Validation

* Pretraining datasets:
e TPC-H, TPC-DS with
scale factors 1, 2, 3, 5 :
e 20 randomly generated
configuration settings

MAE IN MILLISECONDS

SCAN operator

pretraining
2 6000 Train —Validation 2 2610 ' -
§ 5000 % I'rain —Validation
& 4000 S 1510
S a
= 3000 = 1010
s =2
Z 2000 3
g 1000 Q >0
0 z
3 5 16 21 26 29 37 43 50 77 91 10412 M RRNRRRNRSIBSBRESRRARIERRRATRD
EPOCHS EPOCHS =
JOIN operator SORT operator
pretraining pretraining
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PERFORMANCE ENCODER—FINE TUNING

e All pretrained models were
fine tuned with new
datasets
e TPC-DS with scale factor 8
e Spatial—similar dataset

* Pre-trained model with fine
tuning always beats scratch
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PERFORMANCE ENCODER—SCRATCH

Pre-trained, scratch
models evaluated on
TPC-DS, Spatial datasets

Pretrained test accuracy
plateaus after 30% of
training data

MAE (MILLISECONDS)

Scratch model only
comes close after 50-
70% of training data

MAE (MILLISECONDS)
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PERFORMANCE ENCODER—MULTI COLUMN

e TPC-DS: three-column DNN

performs better except for scan
operator

* Spatial workload: three-column
DNN always performs better than
standard single-column DNN
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PARTING THOUGHTS

* Pre-trained query plan encoder

e Separate models for structure, performance
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NEXT CLASS

Behavior Modeling
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