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LAST CLASS - OTTERTUNE

e Select most impactful knobs
e Map new workloads to previous workloads

e Recommend knob settings

Workload Characterization Knob Identification Automatic Tuner
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TODAY'S AGENDA

» e Overview
e System Architecture
e Methods
e [Evaluation

e Thoughts
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MOTIVATION

Problem: DBAs expertise do not suffice in tuning knob
configuration for DBMSs

Goal: Develop efficient system for automatic optimization of
knob configuration (in CDBs)

e C(lass of system ?
e Capabilities of system ?

$=CMU-DB .
T5-799 Special Topics (Spring

77777


https://db.cs.cmu.edu/
https://15799.courses.cs.cmu.edu/spring2022

EXISTING FRAMEWORK

Search Based Methods e.g Learning Based Methods e.g
Bestconfig Ottertune

e ML on historical data
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CHALLENGES

1. Time Consuming - SB
2. Inability to optimize overall performance - SB, LB
3. Performance in a cloud environment - LB

4. High dimensional knob space - LB
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TODAY'S AGENDA

e Overview
» e System Architecture

o Components
o System Mechanism

e Methods
e FEvaluation
e Thoughts
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SYS ARCH - COMPONENTS

Limited Training (Training while collecting)
Samples

Quick Knob Configurations
Recommendation

° Simulates standard workload
° Replay User workload

(Client — ~ __y (Coud  ~ /7 — " —

: ° Retrieve Internal Metrics

| ° Sample for External metrics

| Ranas e  Average, Cumulative, Difference values
Tuning

: Request,

|

|

|

|

: e  Stores training samples (

. = Y e A T T T T, <s,r,a,s> transitions)

Figure 2: System Architecture.
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System Mechanism

e Offline training

o Bootstrapped cold start

o Reinforcement Learning (RL) exploration
e Online tuning

o Incremental training on user data

o Updates to RL model & Memory pool
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TODAY'S AGENDA

e Overview
e System Architecture

» e Methods
o Deep RL

o Reward Selection

e Evaluation

e Thoughts
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RL - INSPIRATION

“Abstract tuning problem into a scoring game”

Rule: Tune knobs at regular intervals and obtain each
performance

Reward:Based off a reward function
Performance enhancement - +ve reward value
Performance degradation - -ve reward value

Goal: Ultimately achieve a higher expected reward within

77777


https://db.cs.cmu.edu/
https://15799.courses.cs.cmu.edu/spring2022

RL IN CDBTUNE

Agent CDBTune
<Agent> receives reward
CDBTune updates policy for exp reward
Environment tuning target - CDB instance
cReward=
Performance i
< ange : State s, Internal metrics
Track state of the env

: Reward r, Change in performance after
Figure 3: The correspondence between RL elements and applying recs
CDB configuration tuning,.

Action a, Knob Tuning operation
Given policy and state of CDB

Policy u(s,) Behaviour of CDBTune given
time & env - RL network
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RL - CONSIDERATIONS

e Q-learning

©)

Calculation of Q-state tables

e Q(stsar) « Q(sy, ar)+alr+ymaxy,, Q(st41, @re1)—Q(se, ar)]

e Deep Q Networks
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Neural networks to calculate Q-values (benefit of action)

0O(s,a,w) = Q(s,a)

State:

State:

Q-Learning
Action: Action: *++  Action.
Q. | Q= Quw
Qx| Q= Q:u
Q" QNZ Q'—'V

State.

DQN

Q-Value Q-Value see Q-Value

Action: Action: “ee Action.
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RL - CONSIDERATIONS

e Q-learning

©)

e Q(st,ap) & Q(sy, ap)+alr+ymaxy,, Q(s41, @re1)—Q(se, a;)]

e Deep Q Networks

©)

O

SZCMUDB
5-799 Special Topics (Spring
2099\

Calculation of Q-state tables

1)

Continuous high

Neural networks to calculate Q-values (benefit of action)

0O(s,a,w) = Q(s,a)

State:

State:

Q-Learning
Action: Action: *++  Action.
Qi | Q- Quw
Qx| Q= Q:u
Q| Qe Qo

State.

e dimensionality
space ?!
DQN
Q-Value Q-Value ses Q-Value

Action: Action: “ee Action.
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RL - CONSIDERATIONS

e Q-learning

Unfeasible for large state spaces

o Calculation of Q-state tables

e Q(stsar) « Q(sy, ar)+alr+ymaxy,, Q(st41, @re1)—Q(se, ar)]
(1)

e Deep Q Networks

Discrete-controlled outputs

o Neural networks to calculate Q-values (benefit of action)

O s,a,w) — Q(s,a -
Qs, a, ) Qs, a) Q-Learning DQN
Action: Action: =+«  Action. Q-Value Q-Value eos Q-Value
State: | Qu | Q= see Qe | f
Action: Action: “ee Action.
State: | Qx| Q= e Q:u e
2 U_ States | Qu | Qu see Qo

N
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RL - DDPG

e Deep Deterministic Policy Gradient

$=CMU-DB ,
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o DQN
o Actor-Critic Algorithm

m  Actor: produces probability value for each action in the knob space

m Critic: estimates sum of future rewards

o Acquire single Q-value for current action & state
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DDPG ALGORITHM

Algorithm 1 Deep deterministic policy gradient (DDPG)
1: Sample a transition (s¢, r¢, as, s¢+1) from Experience Re- Jndb Louraeatine . C o)

play Memory.

2: Calculate the action for state s;+1: a;,; = p(sr+1).

3: Calculate the value for state s;4; and a;,;: Vi1 =
Q(3t+ls a;+1 IGQ)

4: Apply Q-learning and obtain the estimated value for
state s;: V) = yViy + 14

Internal Metrics:

5: Calculate the value for state s, directly: V, = <IN, Mz ., Vo> (Action) . i
OGs8:08. 0 R e e e e = e e

@ p Knob Configurations Internal Metrics

6: Update the critic network by gradient descent and define

Polic deep neural network
the loss as: e Lcarnalie Toitialized
L=V - Vz’)z 69 parameters to Normal(0,0.01)
7: Update the actor network by policy gradient: ; Actor, mapping state s | -
For] ~ B0 00 A0t N Y —
= E[V,QO(s, a|GQ)|s=$t,azy(sr)Vgpy(sla")k:s,] L Loss function -
Q value label through | -
y Q-learning algorithm
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REWARD SELECTION - IDEA

e |Initial performance before tuning is D

e After the i-th tuning operation D. , DBA compares
performance btw i) D. and D__ ii) D. and D

e [fD.is better than D, tuning trend is correct & reward is
positive, else negative.

e Thus, reward is modeled considering A(D. , D,) & A(D,, D. )
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REWARD SELECTION - DETAILS

(1 +Ar0)* = D1+ Apypo1|,Ars0 > 0
r =
_((1 = At—>0)2 = 1)|1 = At—)t—-ll,At_;o <0

T
AT 0 = 'T :
AT = ¢
1 I o
ATy = ‘TH‘ -
—-L,+L
ALt—)O = tL 2
AL = ?
—Lz + Lt—l
Alsispei=
t—t—1 Lt—l

(]
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r=CT*rT+CL*rL

— Cr+Cr=1.

Tt : Throughput (txn/sec)at time t
L / Latency (ms) at time t

T: Reward

C j: Coefficient of latency

C - Coefficient of throughput
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TODAY'S AGENDA

e Overview
e System Architecture
e Methods

» e Evaluation

o Execution time
o Baseline comparisons

e Thoughts

1y o .
5-799 Special Topics (Spring Source: Lin Ma
99999


https://db.cs.cmu.edu/
https://15799.courses.cs.cmu.edu/spring2022
https://www.cs.cmu.edu/~malin199/

EXECUTION TIME

e Offline Training: 4.7 hrs for 266 knobs, 2.3 hours for 65
e Online Tuning: 5 steps in 25 min
e Step time division:

Step Time Taken
Stress Testing 153s
Metrics collection 0.86 ms
Model update 28.76 ms
Recommendation calculation 216 ms
Deployment time 17 s
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EFFICIENCY COMPARISON

Experiments on CDB-A instance
CDBTune takes shorter tuning time
CDBTune gradually adapts to workload as

tuning steps increase

o Initially already achieves better results than

other DBA, Ottertune, & BestConfig

Table 2: Detailed online tuning steps and time of CDBTune
and other tools.

Tuning Tools Total Steps Time of One Step (mins) Total Time (mins)

CDBTune 5 5 25
OtterTune 5 11 55
BestConfig 50 5 250

DBA 1 516 516

=p— CDBTune (RW) == CDBTune (RO) -8 CDBTune (WO)
=4 - DBA (RW) =& - DBA (RO) =& - DBA (WO)
=¥ - OtterTune (RW) = - OtterTune (RO) - - OtterTune (WO)
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Figure 5: Performance by increasing number of steps
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EFFECTIVENESS COMPARISON

=== CDBTune == DBA =ofe= OtterTune == BestConfig

e Experiments on CDB-B instance i
e DBA & Ottertune’s knob ordering e s U

e CDBTune maintains better performance as

Pt P v— B S - 4
. » 4 ok ’
knob space increases
20 40 60 80 100 120 140 160 180 200 220 240 260 266
Number of Knobs

0 Dependencies in |arger knob spaces Figure 6: Performance by increasing number of knobs
(knobs sorted by DBA).
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ADAPTABILITY COMPARISONS

W BestConfig w DBA W CDBTune M_(X)G-(X)G

|ldentical performance btw normal & cross-testing = cosocrur == oxertne s cosrune wzoas-cos

Nowow
Qo
S 8
3 8

Throughput (txn/sec)

M_200G-512G

M_200G256G

M_2006-+100G

Trammg on Model @ BestConfig EEN DBA @ CDBTune M_(X)G—=(X)G
[ CDB Default B OtterTune EE& CDBTune M_8G-(X)G

M_200G-32G M_200G-64G

M_200G-32G M_200G-64G M_200G~100G M_200G~+256G M‘_ZODG-5125

‘ Figure 11: Performance comparison for Sysbench RO work-

MOe-4S M 8cH12G M:BG9226 M.0C04G MaG+1286 load when applying the model trained on 200G disk to (X)G
disk hardware environment.

wam BestConfig m DBA s CDBTune M_TPC-C-TPC-C
W CDB Default W OtterTune B CDBTune M_RW-TPC-C

M_8G-4G M_8G-+12G M_8G-32G M_8G-64G M_8G128G

Figure 10: Performance comparison for Sysbench WO
workload when applying the model trained on 8G memory Figure 12: Performance comparison when applying the

to (X)G memory hardware environment. model trained on Sysbench RW workloads to TPC-C.
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PARTING THOUGHTS

Limited samples

Reduces possibility of local optimum
Good adaptability

Applies to high-dimensional continuous
knob space

e End to end approach ?

o Connectivity of HL

o Multi-Model Approach
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