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Name Service 
 

• Primary Copy 
• Partition Table 
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• Global Metadata 
• … 

 



Chubby 

• Help clients … 
– synchronize activities 
– agree on basic information about their 

environment 
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• Liveness 
– good things eventually happen 

• as long as only 1 proposer exists eventually 

• Fault-Tolerant 
– won’t block 

• as long as a majority of nodes are still live 

No other choices … 
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Algorithmic Challenges 

• Disk Corruption 
• Master Leases 
• Group Membership 



Software Engineering 

• Compiler Support 
• Runtime Checking 
• Testing 



Unexpected Failures 

• OS Bugs 
• Script Bugs 
• Rollback Errors 
• System Upgrade 



Measurements 
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Thank you. 
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